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Abstract  
Windows Azure™, as an application hosting platform, must provide confidentiality, integrity, and 

availability of customer data. It must also demonstrate accountability to allow customers and their agents 

to track administrative actions taken by customer administrators and by Microsoft in the operation of the 

system. 

This document describes the controls implemented in Windows Azure to help protect customer data. The 

information presented here will help you understand how Windows Azure helps protect your cloud 

deployments and determine if these capabilities and controls are suitable for your unique requirements. 

The discussion begins with a technical examination of the security functionality provided by Windows 

Azure from both the customer’s and Microsoft’s operational perspectives. These measures can include: 

- Federated identity and access management based on Microsoft accounts or organizational accounts. 

- Use of mutual SSL authentication. 

- Component isolation through a layered environment. 

- Virtual Machine state maintenance and configuration integrity. 

- Storage redundancy to minimize the impact of hardware failures. 

- Monitoring, logging, and reporting on administrative actions. 

Extending the technical discussion, this document also covers the people and processes that help make 

Windows Azure more secure. This includes information on how Windows Azure employs Microsoft’s 

globally recognized Security Development Lifecycle (SDL) principles during the development of 

infrastructure components. It also discusses controls around operations personnel and administrative 

mechanisms that help ensure high quality operational security. In addition, this document will discuss 

physical and geo-political security features such as customer-selectable geo-location, datacenter facilities 

access, and redundant power. 

The document closes with a brief discussion of compliance, which continues to have ongoing impact on IT 

organizations. While responsibility for compliance with laws, regulations, and industry requirements 

remains with Windows Azure customers, Microsoft's commitment to providing fundamental security 

capabilities and an expanding range of tools and options to meet customers' specific challenges is 

essential to Microsoft's own success, and key to our customers' success with Windows Azure. 

 

February 2014  
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1 Introduction 

Windows Azure is a cloud computing platform and infrastructure for building, deploying and 

managing applications and services through a global network of Microsoft-managed 

datacenters. Windows Azure is built using Windows Server technologies, and consists of services 

that facilitate the development, hosting and management of scalable IT solutions. 

Since Windows Azure hosts customer data and programs, Microsoft must address information 

security challenges above and beyond traditional on- or off-premises IT scenarios. This 

document describes the controls that Windows Azure uses internally to achieve the necessary 

levels of system and operational security. Customers can then determine if these capabilities and 

controls are suitable for their unique requirements. 

This document focuses on how Windows Azure’s security mechanisms are implemented and is 

intended to help you understand and assess the security of the Windows Azure infrastructure. 

The intended audience for this whitepaper includes: 

¶ Developers interested in creating applications that run on Windows Azure. 

¶ Technical decision makers considering Windows Azure to support new or existing 

services. 

However, this document does not describe how to develop applications securely on top of 

Windows Azure. The companion document Security Best Practices for Windows Azure Solutions 

offers guidance on how customers can best leverage these mechanisms to develop more secure 

applications.  

 

1.1 Scope  

The focal point of this whitepaper concerns security features and functionality supporting 

Windows Azure’s core components, namely Windows Azure Storage, Windows Azure SQL 

Databases, Windows Azure’s virtual machine model, and the tools and infrastructure which 

manage it all. However, this document does not provide detailed coverage of any of the related 

Windows Azure platform components such as Windows Azure Web Sites, Windows Azure Active 

Directory, HDInsight, Media Services, and other services that are layered atop the core 

components. 

Although a minimum level of general information is provided, readers are assumed to be 

familiar with Windows Azure basic concepts as described in other references provided by 

Microsoft. Links to further information are provided in the References & Further Reading section 

at the end of this document. 

A Glossary is also included that defines terms highlighted in bold as they are introduced. 

http://download.microsoft.com/download/7/3/E/73E4EE93-559F-4D0F-A6FC-7FEC5F1542D1/SecurityBestPracticesWindowsAzureApps.docx
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1.2 Security Model Basics 

Before delving deeper into the technical nature of Windows Azure’s security features, this 

section provides a brief overview of its security model. 

 

1.2.1 Customer View: Compute, Storage, Databases, and Service Management 

Windows Azure is designed to abstract much of the infrastructure that typically underlies 

applications (servers, operating systems, Web and database software, and so on) such that 

developers can focus on building applications—and not on managing resources. The following 

is a brief overview of what a typical customer “sees” when approaching Windows Azure. 

 

 

Figure 1: Simplified overview of key Windows Azure components. 

 

As shown in Figure 1, the core of Windows Azure provides two primary functions—cloud-based 

compute and storage—upon which customers build and manage their virtual environments, 

applications, and associated configurations. Some of these virtual environments, such as 
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Windows Azure Web Sites, are themselves multi-tenant services accessible to customers in the 

same manner as core services. The goal is to provide a consistent, scalable set of resources for 

customers that are managed through a subscription, created through www.windowsazure.com 

and associated with a Microsoft account or organizational account. 

1.2.2 Subscriptions 

Subscriptions are the units of billing and administrative control within Windows Azure. They can 

contain Compute Services, Data Services, Application Services, and Network Services. 

Subscriptions can be associated with Microsoft accounts (formerly known as Live ID), 

organizational accounts in Windows Azure Active Directory, or organizational accounts 

federated from an on-premises Active Directory domain. 

Access control for managing all of these services is governed by the subscription. The ability to 

authenticate with the Microsoft account or organizational account associated with the 

subscription grants full control to all of the services contained within that subscription. This 

master account can be used to authorize additional accounts which are able to manipulate the 

subscription. 

 

1.2.3 Subscription Management 

Customers upload and configure purchased or customer-developed applications and manage 

their Cloud Services and Storage Accounts interactively through the Windows Azure Portal 

Web site or programmatically through the Service Management API (SMAPI). You can access 

the Windows Azure Portal through a Web browser and access SMAPI through standalone 

command-line tools, programmatically, or using Visual Studio. 

The Service Management API is actually the primary entry point for customers to access the 

management API of all Windows Azure services. The Windows Azure Portal is a front-end that 

provides a browser-based UI and translates all requests into SMAPI calls. 

Authentication to both the Windows Azure Portal and SMAPI uses OAuth 2.0 tokens generated 

from credentials associated with the Microsoft account or organizational account. SMAPI queues 

requests to the appropriate service (such as Windows Azure Fabric, which is in charge of 

provisioning, initializing, and managing virtual machines). 

 

1.2.4 Compute Services 

Windows Azure Compute services can be broken into three classes: Windows Azure Virtual 

Machines, Windows Azure Cloud Services, and Windows Azure Web Sites. The primary 

difference between these three offerings is which aspects of routine maintenance are handled 

http://www.windowsazure.com/
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automatically by Windows Azure versus which are performed by the customer. The less 

customization you want to make to the environment, the fewer routine maintenance tasks you’ll 

need to perform. 

Although Windows Azure was designed so that all maintenance of customer services could be 

done via the portal and SMAPI, you can optionally create login accounts on your own Virtual 

Machines (VMs) and then connect to them via either the Remote Desktop Protocol (RDP) or 

PowerShell. There are also APIs that provide direct access to your storage accounts and the file 

systems behind your Web sites. 

 

1.2.5 Storage Services 

Windows Azure Storage services comprise two classes: Windows Azure Storage and Windows 

Azure SQL Databases. Access to storage accounts and SQL Databases by Windows Azure 

compute services must be explicitly authorized by providing appropriate authorization 

information to that compute service. 

Windows Azure Storage provides high-performance access to data that does not require 

complex searching capabilities (more akin to a file system). 

¶ Full access to each Windows Azure Storage Account is authorized by proof of possession 

of a per-storage-account symmetric key called a Storage Access Key (SAK). 

¶ Shared Access Signature (SAS) tokens can be generated using storage access keys to 

provide more granular, restricted access.  

¶ Storage access keys can be reset via the Windows Azure Portal or SMAPI. 

Full access to each Windows Azure SQL Database is authorized by a SQL account with a 

username and password. 

1. The master account password can be reset using the Windows Azure Portal or SMAPI. 

2. Other accounts can be created within a SQL Database using that master account 

password.  

 

Figure 2 provides a more granular view of Windows Azure’s core services, illustrating their 

relationships to the components described above. 
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Figure 2: More granular illustration of Windows Azure components and relationships. 

 

1.2.6 High Availability 

There are two primary threats to cloud service availability: the failure of devices, such as drives 

and servers, and the exhaustion of critical resources, such as compute under peak load 

conditions. Windows Azure provides a combination of resource management, elasticity, load 

balancing, and partitioning to enable high availability under these circumstances. 

Windows Azure services have redundant components; if one experiences a hardware failure or 

must be temporarily taken down to upgrade its software, the service remains available through 

other instances. This also supports scalability because the number of redundant instances of a 

service can be easily adjusted according to load. We encourage customers to use the same 

technique, using a load balancer and shareable storage to make such designs easier. 
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Access to all services from the Internet goes through a load balancer which divides resource 

usage among the service instances that are currently operating. All customer services and most 

internal Windows Azure services are provided by VMs running on a host server over a Windows 

hypervisor (a.k.a. Hyper-V). The Fabric Controller (FC) is responsible for allocating VMs on host 

servers when customers request that instances be created, or whenever a new one is needed 

because an existing VM has failed. 

Windows Azure Storage Services are also provided using this same mechanism, with all data 

stored redundantly and a load balancer responsible for dividing load among functioning 

components. Windows Azure is deployed in datacenters around the world and connected by the 

shared Microsoft internal production network that also supports Bing, Outlook.com, Office 365, 

and other Microsoft Services. That network peers with a large number of ISPs around the world 

to provide high performance access from anywhere. At each entry point from the Internet, 

Microsoft implements a shared firewall and Denial-of-Service (DoS) mitigation system. This 

network is separate from Microsoft’s corporate network used to support its employees in their 

daily activities and software development efforts. 

Windows Azure is administered by specific people who access services via the Azure Customer 

Information System (ACIS), a privileged management interface that enforces uniform access 

controls and logs all operations. 

 

1.2.7 Windows Azure View: Fabric 

Having described Windows Azure’s customer facing components at a high-level, we’ll now delve 

a bit deeper into the internal Fabric that underlies its basic capabilities. Customers control 

aspects of the Fabric via defined interfaces which abstract the management of Windows Azure’s 

virtual infrastructure. Put more simply, developers don’t explicitly manage the deep internal 

infrastructure—Microsoft does. This section introduces some of the basic components of the 

Windows Azure Fabric that Microsoft manages directly. 

All Windows Azure Compute services are hosted on dedicated virtual machines, with the 

exception of Windows Azure Web Sites which may be hosted on a VM shared with other 

customers. These VMs in turn run on the hypervisor. But one VM on each physical node is 

special: it runs a configuration-hardened version of Windows Server called the host OS and runs 

a Fabric Agent (FA) that accepts commands from the Fabric Controller.  

Customer-controlled VMs are called guest VMs, and the guests that run on them are the guest 

OS. For a Platform as a Service (PaaS) VM, the guest OS will be a copy of Windows Server with 

a guest agent (GA) installed on it. For an Infrastructure as a Service (IaaS) VM, the guest can 

be any image the customer wants to supply, although it is usually derived from either Windows 

Server or a Linux Distribution provided by a third party. IaaS VMs usually contain a GA to access 
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particular services, but they do not have to. Guest agents can communicate with fabric agents 

running on the host OS to receive notifications of configuration updates and to retrieve 

certificates. FAs service the requests of guest VMs and also communicate with fabric controllers 

to receive instructions concerning new VMs to start up, VMs to shut down, and other 

maintenance activities. The collection of Windows hypervisor, host OS/FA, and customer 

VMs/GAs define a compute node, as seen in Figure 3. 

FAs are managed by the fabric controller, which exists outside of compute and storage nodes 

(compute and storage nodes are usually contained in separate clusters, and each cluster is 

managed by a separate fabric controller). If a customer wants to update their cloud service’s 

configuration file while it’s running, the customer passes the modified configuration file to 

Windows Azure via either the Windows Azure Portal or SMAPI. SMAPI passes it to the 

appropriate FC. The FC communicates with the FA, which then contacts the GA, which then 

notifies the application of the configuration change. If the change involves altering the number 

of role instances of some role, the FC will find available hardware and start new instances or 

choose role instances to shut down. In the event of a hardware failure, the FC will automatically 

find available hardware and restart the VM there. 

 

 

Figure 3: Contents of a Compute Node. 
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1.2.8 IaaS vs. PaaS VMs 

Windows Azure supports two kinds of customer VMs: IaaS and PaaS. IaaS. VMs are like the 

physical servers with which you are familiar, and are the most compatible with legacy software. 

PaaS VMs, on the other hand, are designed to support a more reliable and scalable 

programming model, where much of the work needed to support that model is provided by the 

environment itself. However, this power comes at the cost of requiring that most applications be 

ported (rather than simply moved) to this new platform. 

IaaS VMs have virtual disks that are highly available based on physical redundancy (much as a 

network attached storage appliance would be). Losing the contents of a virtual disk through 

hardware failure would require the failure of at least three independent disks on three different 

racks in a datacenter. Usually, a second copy of the virtual disk is maintained in a second 

datacenter where it would require at least another three independent physical disks on three 

different racks to fail to permanently lose the data. This redundancy does not, however, provide 

protection against customer software failures that could corrupt data on the disk since changes 

are quickly replicated to all copies. Thus, it remains important to keep current backups. Azure 

can maintain backups of storage without actually duplicating it by taking a snapshot of a disk 

image where additional space is only used for pages that are subsequently changed. 

A customer can load any supported operating system and application software onto an IaaS VM. 

Windows Azure provides several preconfigured Windows Server images, and partners provide 

several preconfigured Linux images that can be used as the starting points to build the systems 

required. A customer can choose to place multiple IaaS VMs behind a load balancer, which will 

monitor each instance for responsiveness and divide new connections among them accordingly. 

PaaS VMs take a different approach to resiliency. All data on primary local disks of a PaaS 

system is considered “ephemeral” in that it can be quickly regenerated in the event of a failure. 

It can therefore be backed with non-redundant physical disks, which are faster to access. If a 

physical node fails, all VMs on that node will be migrated to different physical nodes and their 

disks will be recreated in their initial installation state. Data that should be preserved across such 

events should be placed in either Windows Azure Storage, Windows Azure SQL Databases, or 

Storage backed Virtual Hard Disks. The software that runs on PaaS VMs is designed so that 

multiple instances can run in parallel. This provides both scalability (you can increase capacity by 

adding VMs and decrease capacity by removing some) and availability (in the event of a failure, 

the incoming load will be split among the remaining instances until a new instance is fully 

initialized on a different physical node). Windows Azure provides an autoscaling capability that 

will automatically scale the number of instances according to load. 

PaaS VMs also offer an important form of protection against persistent malware infections. If a 

traditional physical server (or an IaaS VM) has been compromised by an attacker, it can be 

difficult to clean the system even after the vulnerability is corrected. The attacker may have left 

http://msdn.microsoft.com/en-us/library/hh680945(v=PandP.50).aspx


Windows Azure Security: Technical Insights 

 P A G E | 013 

behind modifications to the system that allow him to get back in, and it is a challenge to find all 

such changes. In the extreme case, the system must be reimaged from scratch with all software 

reinstalled, sometimes resulting in the loss of application data. With PaaS VMs, reimaging is a 

routine part of operations, and can help clean out intrusions that have not even been detected. 

This makes it much more difficult for a compromise to persist. Further, because of the design for 

parallelism and redundancy, such reimaging does not require any downtime for the application. 

PaaS VMs are always Windows Server-based systems, and by default Windows Azure 

automatically installs all relevant patches to keep VMs up to date. Customers supply additional 

software to install whenever a PaaS VM is reinitialized. 

Windows Azure Web Sites are hosted on a customized version of PaaS. The primary difference is 

that the roles have been tailored to facilitate Web hosting tasks, and different Web sites hosted 

on the same VM are isolated from one another by Internet Information Services (IIS). Unlike 

PaaS and IaaS VMs, customers cannot get administrative access to VMs that host Web sites 

because this could compromise their isolation. 

 

2 Cloud Security Design 

As a hosting environment for customer-controlled services, Windows Azure must protect the 

confidentiality, integrity, and availability of those services against both hardware failures and 

attacks by third parties, including other customers who are sharing the facilities. It must also 

provide accountability to allow customers and their agents to track administration of 

applications and infrastructure, both by their authorized agents and by Microsoft. Drawing on 

the basic components and relationships described so far, this section will illustrate how Windows 

Azure provides these classical dimensions of information security. 

 

2.1 Identity and Access Management  

Windows Azure uses a variety of authentication and authorization mechanisms for different 

interfaces and scenarios. The mechanisms by which internal components authenticate to one 

another and by which (Microsoft-employed) cloud administrators authenticate are usually 

different from those used by customers to authenticate to Windows Azure. In particular, most 

forms of access from cloud administrators require two-factor smartcard-based authentication. 

Yet, even the strongest security controls available are no protection against an attacker who 

gains unauthorized access to credentials or keys. Thus, credential and key management are 

critical components of the security design and implementation of Windows Azure. 
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All of the primary identities and authentication mechanisms used to authenticate customers 

have been introduced previously. This section provides further details around vital elements 

including APIs, application privilege levels, key distribution, and authentication credentials for 

trusted subsystems such as the Fabric Controller. 

 

2.1.1 Authentication to the Windows Azure Portal 

The Windows Azure Portal is accessed via a browser. The portal can be used to create cloud 

services, storage accounts, Windows Azure SQL Databases, and other Windows Azure artifacts. 

Each Windows Azure subscription has a list of Microsoft accounts and organizational accounts 

authorized to manipulate that subscription as customer administrators. One of those accounts 

is the owner of the subscription and is established at the time the subscription is created. Other 

customer administrators can be added through the portal by logging in with the subscription 

owner’s account. 

Access to the Windows Azure Portal can be governed by multifactor authentication mechanisms. 

Microsoft provides optional integrated multifactor authentication based upon either an SMS 

text message challenge, or via voice response.  In addition, access to the Windows Azure Portal 

can be federated with an existing on-premises identity solution which can require stronger 

forms of multifactor authentication, such as smartcards, tamper-proof key fobs or other third-

party mechanisms. Windows Azure Portal federation with on-premises solutions also provides 

for Single Sign-On (SSO) capabilities, thus dramatically reducing a company’s costs to support 

password resets or forgotten passwords.  

 

2.1.2 Authentication to the Service Management API 

The Service Management API (SMAPI) provides a Web service for use by customer developers 

and operators to deploy and manage resources that run on Windows Azure. The protocol runs 

over SSL and is authenticated via an OAuth 2.0 protocol to a Secure Token Service (STS) that is a 

part of Windows Azure Active Directory. This STS can provide deep integration to a company’s 

internal on-premises identity management system, which means that access to Windows Azure 

can be tied to the employee’s identity lifecycle within the company. If an employee leaves the 

company, their access to both the Windows Azure Portal and the Service Management APIs is 

automatically revoked.  

 

http://www.windowsazure.com/en-us/documentation/services/multi-factor-authentication/
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2.1.3 Authentication to Windows Azure Storage 

Access to storage can optionally be protected using SSL, and should be when storage is 

accessed from the Internet or a different region of Windows Azure. When accessed from within 

Windows Azure, the possibility of information disclosure on the internal network is much 

smaller, so using SSL is a trade-off between desired security and performance. All traffic 

between Windows Azure Storage and Compute services travels over dedicated, Microsoft-

controlled connections protected from spoofing and sniffing with multiple security mechanisms 

within the network. This includes data traversing between Windows Azure datacenters, though 

such data may travel over dedicated but not cryptographically protected networks outside of 

Microsoft’s physical control. 

Because of the high frequency of requests to Windows Azure Storage, it uses a highly efficient 

secret key-based authentication mechanism. Two secret keys are used to control access to a 

storage account (the second is provided for access during primary key rollover operations). The 

key is used to compute a Hash-based Message Authentication Code (HMAC) of the request data 

and a timestamp to prove knowledge of the secret key. More fine-grained access control is 

described below under Access Control in Windows Azure Storage. 

 

2.1.4 Key Management in Windows Azure Cloud Services 

To lower the risk of exposing certificates and private keys to developers and customer 

administrators, they are installed via a separate mechanism from the code that uses them. 

Certificates and private keys are uploaded via SMAPI or the Windows Azure Portal as PKCS12 

(PFX) files protected in transit by SSL. These files are stored encrypted within Fabric Controllers. 

Customers may choose to trust only a subset of their customer administrators to have access to 

the private keys, which is enforced by having the private keys be up-loadable but not down-

loadable even by customer administrators. 

The configuration data associated with any role within the same subscription specifies the 

certificates that should be made available to the role. When a role is instantiated on a VM, the 

Fabric Controller retrieves the appropriate certificate, decrypts the PKCS12 blob, re-encrypts it 

using the Fabric Agent’s public transport key, and sends it to the Fabric Agent on the node. The 

Fabric Agent on the node sends it to the Guest Agent in the VM that is instantiating the role, 

and then the Guest Agent installs it in the operating system certificate store with a flag 

indicating that the private key can be used but not exported. After installation, all temporary 

copies of the certificates and keys are destroyed; if reinstallation is required, the certificates must 

be repackaged by the Fabric Controller. 

In addition to needing certificates and private keys, Windows Azure VMs also need access to 

other authentication keys such as Windows Azure Storage keys and Windows Azure SQL 
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Database passwords. There is no mechanism for delivering this information to VMs like the one 

described above for certificates and private keys, so we recommend that customers encrypt 

these keys using a certificate that will be delivered to the VM and place the encrypted keys in 

the cloud service’s configuration file. 

 

2.1.5 Access Control in Windows Azure Storage 

As discussed earlier, Windows Azure Storage has a simple access control model. Each Windows 

Azure subscription can create one or more Storage Accounts. Each Storage Account has a pair 

of secret keys which are used to control access to all data in that Storage Account. This supports 

the typical scenario where storage is associated with applications and those applications have 

full control over their associated data. A more sophisticated access control model can be 

achieved by creating a custom application “front end” to the storage, giving the application the 

storage key, and letting the application authenticate remote users and even authorize individual 

storage requests. 

Two mechanisms support generalized access control scenarios. First, a portion of the data in a 

storage account can be marked as publicly readable, in which case requests to read that data are 

allowed without any authentication or authorization. The primary use of this feature is to access 

non-sensitive data such as web page images. 

The second mechanism is called a Shared Access Signature (SAS) token, where a process 

knowing a given Storage Access Key (SAK) can create a query template and sign it with the SAK. 

That signed URL can be given to another process which can then fill in the details of the query 

and submit the request to the storage service. Authentication is still based on a signature 

created using the SAK, but it is sent to the storage service by a third party. Such delegation can 

be limited in terms of validity time, permissions set, and what portions of the Storage Account 

are accessible. Storage requests authenticated with SAS tokens should be encrypted using 

HTTPS since the SAS token is transmitted as part of the storage request and could be replayed 

to make a different request if it were intercepted. 

To support periodically changing SAKs without any breaks in service, a Storage Account will 

have two secret keys associated with it at the same time (where either key gives full access to all 

of the data). The sequence for changing the secret key is to: 

1. Set the key not currently being used in production to a new value. 

2. Send the new key value to applications accessing the service (including regenerating all 

SAS tokens) and have those applications start using the new values. 

3. Set the key previously used in production on the storage account to a new value so that 

the old value will no longer be authorized. 
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Changing the authorized storage keys associated with a storage account is done via SMAPI or 

the Windows Azure Portal using the subscription administrator credentials. 

 

2.1.6 End User Authentication to Cloud Services 

Customers control the way end-users authenticate to their cloud services, and may use any 

authentication mechanism supported by Windows Server (or the particular Linux distribution 

when the customer creates services using that software). Cloud services providing public Web 

sites might not authenticate their users at all. Alternately, customers could implement their own 

authentication systems or federate with existing ones. 

Windows Azure hosted VMs can be joined to a customer’s own Active Directory domain, in 

which case the customer’s domain credentials can be used to authenticate requests to the 

service. 

 

2.1.7 SSL Mutual Authentication & Source-IP Authentication for Internal Control Traffic  

Most communications between Windows Azure internal components are protected with 

SSL. There are a number of different mechanisms by which these SSL certificates are validated. In 

some cases, a thumbprint of the SSL certificate is configured in the authenticator’s VM so that 

no CAs need to be trusted to securely establish the identity of the calling party; the certificates 

involved may be self-signed. In other cases, the name in the certificate is checked and the 

certificate must chain to a trusted CA. In still other cases, an intermediary Datacenter Security 

Token Service (dSTS) is used and authentication is based on signed tokens. This intermediary is 

internal to Windows Azure and therefore does not rely on any external authority for security or 

availability. 

In addition to cryptographically authenticating these internal connections, Windows Azure 

components check the IP addresses of services initiating connections to them. The Windows 

Azure hypervisor and the routing infrastructure do not permit a service to impersonate the IP 

address of a different service. 

These two mechanisms work together to provide defense-in-depth against network-based 

attacks on the Windows Azure infrastructure. 

 

2.1.8 Hardware Device Credentials used by the Fabric Controller 

In addition to application keys, the Fabric Controller must maintain a set of credentials (keys 

and/or passwords) used to authenticate itself to various hardware devices under its control. The 

system used for transporting, persisting, and using these credentials is designed to make it 
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unnecessary to expose secret information to Windows Azure developers, cloud administrators, 

and backup services/personnel. Encryption based on the Fabric Controller’s master identity 

public key is used at FC setup and FC reconfiguration time to transfer the credentials used to 

access networking hardware devices, remote power switches on the racks that are used to 

power cycle individual nodes, and other systems. The FC maintains these secrets in its internal 

replicated data store (still encrypted with its master identity public key). Credentials are retrieved 

and decrypted by the FC when it needs them. In addition to authenticating access to data, 

simply keeping different data appropriately segregated provides well-recognized protection. 

Windows Azure provides isolation at a number of levels, as discussed below. 

 

2.1.9 Isolation of Hypervisor, Host VM, and Guest VMs 

A critical boundary that helps prevent inter-tenant communications is the isolation of the host 

VM from the guest VMs, and the guest VMs from one another, hosted by the hypervisor and the 

host OS. A combination of packet-filtering firewalls on host and guest VMs, plus comprehensive 

access controls on virtual networks, help maintain the integrity of tenant workloads. For 

additional technical details on how Windows Azure segregates this traffic, please refer to the 

Windows Azure Network Security white paper. 

 

2.1.10  Least Privilege Customer Software  

Running applications with the “least privilege” required is widely regarded as an information 

security best practice. To align with the principle of least privilege, customer software in PaaS 

VMs is restricted to running under a low-privilege account by default, which helps protect the 

customer’s service from attack by its own end users. These permissions can be modified by 

customers if they desire, and they can choose to configure their VMs to allow administrative 

access via RDP, SSH, PowerShell, or other administrative and debugging mechanisms. 

 

2.1.11 Isolation of Fabric Controllers 

As the central orchestrator of much of the Windows Azure Fabric’s operations, significant 

controls are in place to mitigate threats to Fabric Controllers. As a defense in depth, FCs are 

protected even against trusted components within Windows Azure to prevent any compromise 

of those components from being leveraged to compromise the entire fabric. Communication 

from FC to FA is unidirectional – the FA implements an SSL-protected service that is accessed 

from the FC and replies to requests only. It cannot initiate connections to the FC or other 

privileged internal nodes. The FC parses all responses as though they were untrusted 

communications. 

http://download.microsoft.com/download/4/3/9/43902EC9-410E-4875-8800-0788BE146A3D/Windows%20Azure%20Network%20Security%20Whitepaper%20-%20FINAL.docx
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In addition to cryptographically authenticating all incoming requests, FCs will only accept 

incoming requests from a limited set of IP addresses which explicitly excludes requests from the 

Internet or from customer guest VMs. 

 

2.1.12 Network Isolation of Customer Cloud Services 

The hypervisor and the host OS provide network packet filters that help assure untrusted VMs 

cannot generate spoofed traffic, cannot receive traffic not addressed to them, cannot direct 

traffic to protected infrastructure endpoints, and cannot send or receive inappropriate broadcast 

traffic. 

Storage nodes run only Windows Azure-provided code and configurations, and access control 

is thus narrowly tailored to permit legitimate customer, application, and administrative access 

only. These nodes—although they run natively on the hardware for maximum performance—are 

trusted to follow the same rules. 

Network access to VMs is limited by packet filtering at the network edge, at load balancers, and 

at the host OS level. Customers can, in addition, configure their host firewalls to further limit 

connectivity. In particular, remote debugging, remote Terminal Services, or remote access to VM 

file shares is not permitted by default. It is possible for customers to enable these protocols (e.g., 

RDP, PowerShell, SSH) as an explicit option. Microsoft allows customers to specify for each 

listening port whether connections are accepted from the Internet or only from role instances 

within the same cloud service or VNET. 

Connections between role instances of different cloud services are considered to be Internet 

connections, except when VNETs are used, in which case all cloud services within a single VNET 

are considered to be locally connected. Connectivity rules are cumulative; for example, if VM X 

and VM Y belong to different cloud services, X can open a connection to Y only if X can open 

connections to the Internet and Y can accept connections from the Internet. 

For each VM, the Fabric Controller composes (and keeps up to date) a list of IP addresses of 

VMs in the same cloud service. This list of IP addresses is used by the FA to program the packet 

filters to only allow intra-service or VNET communication to those IP addresses. Roles are 

normally allowed to initiate communication to Internet addresses. This enables them to 

communicate with the Internet and send traffic to any other role that can be reached from the 

Internet. 

The cumulative effect of these restrictions is that each cloud service acts as though it were on an 

isolated network where VMs within the cloud service can communicate with one another, 

identifying one another by their source IP addresses with confidence that no other parties can 
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impersonate their peer VMs. They can also be configured to accept incoming connections from 

the Internet over specific ports and protocols. 

 

2.1.13 Virtual Network Isolation with Connectivity to Customer Intranets 

Virtual Networks provide a means for Windows Azure VMs to act as part of a customer’s internal 

(on-premises) network. It expands the nature of intranet connectivity beyond a single cloud 

service to include any set of internal addresses of other cloud services on Windows Azure or 

other machines on a customer’s own network (presumably behind the customer’s datacenter 

firewall). 

With VNETs, customers choose the address ranges of non-globally-routable IP addresses to be 

assigned to the VMs so that they will not collide with addresses the customer is using elsewhere. 

A cryptographically protected “tunnel” is established between Windows Azure and the 

customer’s internal network, allowing the VM to connect to the customer’s back-end resources 

as though it was directly on that network. The customer end of this tunnel can be implemented 

either by configuring on-premises routers with tunnel endpoint information, or with a software-

based relay (in the case where traffic load is too light to justify a hardware investment). 

Windows Azure-based VMs connected to VNETs can be domain-joined to customer domain 

controllers in order to be managed consistently with the customer’s on-premises resources. 

 

2.1.14 Isolation of Customer Access 

The systems managing access to customer environments (the Windows Azure Portal, SMAPI, 

and so on) are isolated within a Windows Azure cloud service operated by Microsoft. This 

logically separates customer access infrastructure from customer applications and storage. 

 

2.2 Encryption  

Encryption of data in storage and in transit can be used by customers within Windows Azure to 

align with best practices for ensuring confidentiality and integrity of data. As noted previously, 

critical internal communications are protected using SSL encryption. It is straightforward for 

customers to configure their Windows Azure cloud services to use SSL to protect 

communications from the Internet and even between their Windows Azure hosted VMs. To 

encrypt their data at rest, customers have access to the full set of cryptographic services 

included in Windows Server. Developers familiar with .NET CSPs can easily implement 

encryption, hashing, and key management functionality for stored or transmitted data. For 

example, using the .NET CSPs, Windows Azure developers can easily access: 
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¶ Recognized encryption algorithms including the Advanced Encryption Standard (AES) 

that have years of real-world exposure and testing, avoiding the classic mistake of 

attempting to “roll your own crypto” for applications. 

¶ A full array of cryptographic hash functionality such as SHA-2 to verify data correctness, 

create and validate digital signatures, and create non-identifiable tokens in place of 

sensitive data. 

¶ The RNGCryptoServiceProvider class to generate random numbers sufficient to seed the 

high level of entropy required for strong cryptography. 

¶ Straightforward key management methods that enable simple manipulation of custom 

encryption keys within Windows Azure Storage. 

For more detailed descriptions of how to leverage cryptographic capabilities provided by 

Windows Azure, please see References & Further Reading at the end of this document. 

 

2.3 Deletion of Data  

Where appropriate, confidentiality should persist beyond the useful lifecycle of data. The 

Windows Azure Storage subsystem makes customer data unavailable once delete operations are 

synchronously executed (the operation completed before the delete call returns). All storage 

operations, including delete, are designed to be instantly effective and consistent. Successful 

execution of a delete operation removes all references to the associated data item and it cannot 

be subsequently accessed via the storage APIs. All copies of the deleted data item are then 

garbage collected. The physical bits are overwritten when the associated storage block is reused 

for storing other data, as is typical with standard computer hard drives. The section Media 

Disposal later in this paper discusses disposal of physical media. 

When data is deleted not by explicit delete operations but as a side effect of deleting an entire 

storage account or cancelling a subscription, Windows Azure may preserve the contents of the 

storage account for up to 90 days to deal with the possibility that the deletion occurred in error. 

If a customer explicitly wants to assure the data is deleted as quickly as possible should delete 

all of the tables and blob containers from a storage account before deleting the storage account 

itself. 

 

2.4 Integrity Controls in PaaS VMs of Windows Azure Cloud Services  

Customers seeking to outsource their compute and data storage workloads to Windows Azure 

obviously expect it to be protected from unauthorized changes. For PaaS VMs, Microsoft’s cloud 

operating system provides this in a number of ways. 
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The primary mechanism of integrity protection for customer data lies within the PaaS VM design 

itself. Each VM is connected to three local Virtual Hard Disks (VHDs):  

• The D: drive contains one of several versions of the Guest OS which are kept up-to-

date with relevant patches, selectable by the customer.  

• The E: drive contains an image constructed by the FC based on the package provided 

by the customer. 

• The C: drive contains configuration information, paging files, and other storage.  

The D: and E: virtual drives are effectively read-only because their Access Control Lists ACLs are 

set to disallow write access from customer processes. Since the operating system may need to 

update those read-only volumes, updates are permitted, but changes are discarded periodically. 

The initial VHDs for all role instances in an application start out identical. The D: drive is replaced 

any time Windows Azure patches the VHD containing the OS. The E: drive is replaced any time 

the VHD is updated with a new application image. All drives are reinitialized if a hardware failure 

forces the VM to migrate to different hardware. This design strictly preserves the integrity of the 

underlying operating system and customer applications. 

Another primary integrity control is the configuration file, which is stored on the read/write C: 

drive. The customer provides a single configuration file specifying the connectivity requirements 

of all roles in the application. The FC takes the subset of that configuration file appropriate for 

each role and places it in the C: drive for each role instance. If the customer updates the 

configuration file while the role instances are running, the Fabric Controller – through the Fabric 

Agent – contacts the Guest Agent running in the VM’s guest OS and instructs it to update the 

configuration file on the C: drive. It can then signal the customer’s application to re-read the 

configuration file. The contents of the C: drive are not discarded for this event, which allows the 

VM to continue operating without rebooting. 

All three drives will revert to their initial states if the role instance is ever moved to a different 

physical machine, so customer applications should only cache data to the C: drive as a 

performance optimization. This helps prevent malware infections of a PaaS VM from persisting. 

Only authorized customers accessing their Cloud Services via the Windows Azure Portal or 

SMAPI (as described earlier) can change the configuration file. So, by design in Windows Azure, 

the integrity of the customer’s configuration is protected, maintained, and persisted 

continuously during an application’s lifetime. Persistent state associated with an application 

should be maintained in Azure Storage or an Azure SQL Database where it is properly 

synchronized with other instances of the role. Such data should never be executable, as that 

would permit a compromise to persist and bypass the integrity protection. 
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2.5 Inte grity Controls on  IaaS VMs of Windows Azure Cloud  Services 

With IaaS VMs, much more of the responsibility of application protection is left to the customer. 

An IaaS VM by default has two local Virtual Hard Disks: 

¶ The C: drive initially contains an OS image from a Windows Azure-provided gallery of 

templates or an OS image supplied by the customer. The customer is responsible for 

installing their software on this image and installing patches to keep it up to date. 

The C: drive is backed by an Azure Storage blob, and so is stable even across 

hardware failures. If the OS image should become infected with malware, it is up to 

the customer to remove the malware – in the most extreme case by reimaging the 

drive. If there are multiple VMs behind a load balancer, this can be done without a 

service interruption. 

¶ The D: drive is reserved for ephemeral data – normally just the OS page file – and is 

discarded whenever a hardware failure forces a VM migration. This is provided as a 

separate virtual drive because if offers substantially better performance than access 

to the C: drive. 

 

2.6 Integrity Controls in the Windows Azure Infrastructure  

The integrity of the Windows Azure Fabric itself is carefully managed from bootstrap through 

operation. As noted earlier, the host OS that runs on VM hosting nodes within the Fabric is a 

hardened operating system. After a compute node is booted, it starts the Fabric Agent and 

awaits connections and commands from the Fabric Controller. The FC connects to the newly 

booted node using SSL, authenticating bi-directionally via SSL as described previously. FC 

communication with FAs is via one-way push, making it difficult to attack services higher in the 

chain of command because they cannot make requests directly to those components. 

 

2.7 Availability  

One of the main advantages provided by cloud platforms is high availability based on extensive 

redundancy achieved with virtualization technology. Windows Azure provides numerous levels 

of redundancy to provide maximum availability of customers’ data. 

Data in Windows Azure Storage or Windows Azure SQL Databases is replicated within Windows 

Azure to a minimum of three separate nodes on three separate racks to minimize the impact of 

hardware failures. Customers can additionally opt to have their storage replicated at a second 

datacenter (again, on at least three nodes) to provide robustness even in the event of a total 

datacenter failure due to – say – a natural disaster. Data that has been stable for some time may 
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be processed with a technique called “erasure coding” to save space, but data remains available 

even in the event of any double failure of disks or racks. 

Customers can also leverage the geographically distributed nature of the Windows Azure 

infrastructure by creating redundant instances of their services at remote datacenters to provide 

hot-failover capability. Windows Azure infrastructure services use this mechanism to provide 

high availability. 

The Guest Agents on every VM monitor the health of the VM. If the GA fails to respond, the FA 

reboots the VM. In the case of a hardware failure, the FC moves the role instance to a new 

hardware node and reprograms the network configuration for the service role instances to 

restore the service to full capacity.  

As noted earlier, each PaaS VM has a D: drive containing customer-selectable versions of the 

Guest OS. The customer can either manually move from one build of the Guest OS to another or 

choose to let Microsoft move their applications as new builds are released. This system 

maximizes availability throughout regular maintenance events with minimal customer 

interaction. 

FCs adhere to similar principles of high availability through redundancy and automatic failover 

that are used for a customer’s services, resulting in continuous availability of FC management 

capabilities. During an upgrade of the Windows Azure platform or a customer’s service software, 

FCs utilize a logical partition called an update domain to change a portion of a given service’s 

role instances at a given time while the remaining instances continue to serve requests. FCs are 

also aware of potential hardware and network points of failure through specification of fault 

domains. For any service that has more than one role instance, Windows Azure ensures that 

these instances are deployed across multiple update and fault domains in order to maximize 

availability of the service through updates and isolated network hardware failures.  

 

2.8 Accountability  

Because cloud computing platforms are effectively an outsourced computing environment, they 

must be able to demonstrate safe operation to customers and their designated agents on a 

regular basis. Windows Azure implements multiple levels of monitoring, logging, and reporting 

to provide this visibility to customers. The monitoring agent (MA) collects diagnostics and 

security logging information from Windows Azure platform components (including the FC and 

the host OS) to use in security analysis and writes it to log files. Security monitors look for 

specific events of interest that then generate alerts for further action. 

The MA eventually pushes a subset of the information into pre-configured Windows Azure 

Storage Accounts that are dedicated to each service. Monitoring data from multiple services 

http://research.microsoft.com/en-us/news/features/erasurecoding-090512.aspx
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remain isolated from each other by storage account boundaries. [NOTE: Windows Azure only 

gathers logs related to platform operations, and does not collect logs from customers’ VMs.] 

In addition, the Monitoring and Diagnostics Service (MDS) reads various monitoring and 

diagnostic log data and generates alerts on patterns in the collected data according to pre-

configured alerting rules set up by Windows Azure service teams. Some alerts occur on common 

events across all services, such as malware detection events, and are routed through the MDS 

according to a centrally managed set of rules (as opposed to rules authored by individual 

platform service teams). 

 

3 Security Development Lifecycle  

Microsoft employs widely recognized tools and techniques to provide security assurance within 

Windows Azure’s development processes and around the design and implementation of the 

service itself. 

Windows Azure uses Microsoft’s Security Development Lifecycle (SDL) guidelines, recognized 

worldwide as a model for software security assurance programs (more information on SDL can 

be found in References & Further Reading). 

In particular, Microsoft scrutinizes places where data from a less-trusted component is parsed by 

a more trusted component. The following are a few notable examples of cross-trust-boundary 

interactions:  

¶ When the Windows hypervisor and host OS process requests for disk I/O and network 

I/O from customer-controlled VMs. 

¶ When the Windows Azure Portal and SMAPI process requests coming over the network 

from sources controlled by customers. 

¶ When the FC parses customer configuration data passed via SMAPI. 

¶ When Azure Storage parses requests coming over the network from sources controlled 

by customers. 

In addition to careful design and implementation, these components are developed using 

managed programming languages including C# that reduce the likelihood of well-known 

memory manipulation exploits, and are subjected to extensive testing of the interfaces before 

the Fabric is switched to production mode. Microsoft continues these practices when upgrading 

or modifying code that handles external requests. 

A number of automated tools are utilized which look for common code and compilation-time 

security faults, helping to ensure a baseline for all components. In addition, high-risk interfaces 
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are fuzz-tested to look for unexpected faults. Both of these are key verification steps in Windows 

Azure’s internal SDL process. 

Microsoft’s SDL guidance is also recommended to customers of Windows Azure, since the 

security of applications hosted on Windows Azure depends greatly on the customers’ 

development processes. A companion to this document, Security Best Practices for Developing 

Windows Azure Solutions, is also available on the Microsoft Web site (see References & Further 

Reading). 

 

4 Service Operations 

The people and processes that operate Windows Azure are perhaps the most important security 

feature of the platform. This section describes features of Microsoft’s global datacenter 

infrastructure that help enhance and maintain security, continuity, and privacy. 

 

4.1 Microsoft Operations Personne l  

Windows Azure developers and cloud administrators have, by design, been given sufficient 

privileges to carry out their assigned duties to operate and evolve the service. As noted 

throughout this document, Microsoft deploys combinations of preventive, detective and reactive 

controls including the following mechanisms to help protect against unauthorized developer 

and/or administrative activity: 

• Tight access controls on sensitive data, including a requirement for two-factor 

smartcard-based authentication to perform sensitive operations. 

• Combinations of controls that greatly enhance independent detection of malicious 

activity. 

• Multiple levels of monitoring, logging, and reporting. 

Additionally, Microsoft conducts background verification checks of certain operations personnel, 

and limits access to applications, systems, and network infrastructure in proportion to the level 

of background verification. 

Microsoft operations personnel follow a formal process when they are required to access a 

customer’s subscription or related information, and this is only done at the customer’s request 

or in response to security incidents where there is evidence of misbehavior on the part of the 

customer’s software. 
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For more information about these and other operational controls, Microsoft recommends that 

customers review the International Organization for Standardization (ISO) and Service 

Organization Control (SOC) framework details located at the Windows Azure Trust Center. 

 

4.2 Security Response 

Windows Azure has the capability to respond to security incidents 24x7, 365 days a year. LiveSite 

operations personnel are trained to respond to most customer security incidents. During crisis 

situations, the Windows Azure Security Incident Response team is ready to manage the 

response and mitigation processes. 

Part of the security incident response process includes the triage of discovered security 

vulnerabilities and management or prioritization of the security update process. The Windows 

Azure Security team works closely with the Microsoft Security Response Center (MSRC). This 

allows Windows Azure to watch the horizon for potential Cloud Critical vulnerabilities and 

proactively protect the infrastructure. 

For example, a security event may include, among other things, unlawful access to customer 

data stored on our equipment and facilities, or unauthorized access resulting in loss, disclosure 

or alteration of customer data. 

Upon becoming aware of a security incident, the security team follows these five phases: 

 

• Identification: System and security alerts may be harvested, correlated, and 

analyzed. Events are investigated by Windows Azure operational and security 

organizations. If an event indicates a security issue, the incident is assigned a severity 

classification and appropriately escalated within Microsoft. This escalation will include 

product, security, and engineering specialists. 

• Containment: The escalation team evaluates the scope and impact of an incident. 

The immediate priority of the escalation team is to ensure the incident is contained 

and data is safe. The escalation team forms the response, performs appropriate 

testing, and implements changes. In the case where in-depth investigation is 

required, content is collected from the subject systems using best-of-breed forensic 

software and industry best-practices. 

• Eradication: After the situation is contained, the escalation team moves toward 

eradicating any damage caused by the security breach, and identifies the root cause 

of the security issue. If a vulnerability is determined to be at fault, the escalation team 

reports the issue to product engineering. 

http://www.windowsazure.com/en-us/support/trust-center/
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• Recovery: Software or configuration updates are applied to the system and services 

are returned to a full working capacity.  

• Lessons Learned: Each security incident is analyzed to ensure the appropriate 

mitigations are applied to protect against future reoccurrence. 

 

4.2.1 Reporting Abuse 

Abuse by a Windows Azure tenant should be reported through the Microsoft Online Services 

Security Incident and Abuse Reporting system (https://cert.microsoft.com/). Windows Azure 

follows a standard process to investigate and handle reports of abusive tenants. 

 

4.2.2 Reporting Security Vulnerabilities 

Microsoft security vulnerabilities can be reported to the Microsoft Security Response Center 

(http://www.microsoft.com/security/msrc/default.aspx) or via email to secure@microsoft.com. 

Microsoft follows a consistent process to assess and respond to vulnerabilities and incidents 

reported via the standard facilities. 

  

4.3 Network Administration  

The networking hardware that connects all Windows Azure components is clearly a critical 

component of the platform. This section describes some of the security measures employed by 

the service at this layer. 

As noted previously, the Windows Azure internal network is isolated by strong filtering of traffic 

to and from other networks. This provides a “backplane” for internal network traffic that is high-

speed and low-risk from malicious activity.  

The configuration and administration of network devices such as switches, routers, and load 

balancers is performed only by authorized Microsoft operations personnel, and generally only at 

times of major changes (such as when the datacenter itself is reconfigured or when security 

patches are released). The virtualization provided by the Windows Azure Fabric makes such 

changes practically invisible to customers. 

 

4.3.1 Remote Administration of Fabric Controllers 

Fabric Controllers have a Remote Procedure Call (RPC)-accessible API that accepts commands 

from SMAPI, and from cloud administrators. Policy-level decisions are enforced by SMAPI at the 

level of the application, which will only generate requests concerning a customer’s own 

https://cert.microsoft.com/
http://www.microsoft.com/security/msrc/default.aspx
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resources based on the authenticated identity of the customer. FCs make coarser-grained access 

control decisions, befitting of their role as the low-level central provisioning and management 

facility.  

Connections to FCs are via SSL where the client is authenticated both cryptographically and by 

virtue of having the expected IP address. There are different fabric roles for the purpose of 

access control to assure that a caller has the appropriate access level to make a given request. 

Microsoft developer access to the Windows Azure Infrastructure is only permitted in response to 

a security incident. Access is first requested through ACIS, where it is granted only for specific 

operations and for a limited period of time. Detailed logs are collected of all actions taken so 

that any access to customer data is identified and developers can be held accountable that their 

actions were appropriate given the incident being handled. 

 

4.4 Physical Security  

Windows Azure is designed to have all system maintenance and incident handling be remote 

from our datacenters except for hardware maintenance. This allows us to lock down access to 

the hardware to a minimum number of staff, and allows us to configure the hardware without 

any on-site privileged access based on physical proximity. Windows Azure runs in 

geographically distributed Microsoft facilities, sharing space and utilities with other Microsoft 

Online Services. Each facility is designed to run 24 x 7 x 365 and employs various measures to 

help protect operations from power failure, physical intrusion, and network outages. These 

datacenters comply with industry standards (such as ISO 27001) for physical security and 

availability and they are managed, monitored, and administered by Microsoft operations 

personnel. Further details of Windows Azure’s physical security are discussed below. 

 

4.4.1 Facilities Access 

Microsoft uses industry-standard access mechanisms to protect Windows Azure’s physical 

infrastructure and datacenter facilities. Access is limited to only the required number of 

operations personnel. Datacenter access, and the authority to approve datacenter access, is 

controlled by Microsoft operations personnel in alignment with datacenter security practices 

and audited in accordance with established frameworks such as SOC 3. 

 

http://www.windowsazure.com/en-us/support/trust-center/compliance/
http://www.globalfoundationservices.com/security-and-compliance.aspx
http://www.globalfoundationservices.com/security-and-compliance.aspx
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4.4.2 Power Redundancy and Failover 

Each datacenter facility has a minimum of two sources of electrical power, including a power 

generation capability for extended off-grid operation. Environmental controls are self-contained 

and remain operational as long as the facility and contained systems remain online.  

Physical security controls are designed to “fail secure” during power outages or other 

environmental incidents. In case of fire or situations that could threaten life safety, the facilities 

are designed to allow egress with appropriate alarming and security measures. 

 

4.4.3 Media Disposal 

Upon a system’s end-of-life, Microsoft operational personnel follow rigorous data handling 

procedures and hardware disposal processes to assure that no hardware that may contain 

customer data is made available to untrusted parties. 

 

5 Compliance 

The importance of business and regulatory compliance has increased dramatically with the 

proliferation of global standards including ISO 27001, Safe Harbor and HIPAA. In many cases, 

failure to comply with these standards can have a dramatic impact on organizations, up to and 

including catastrophic financial penalties and damage to reputation.  

Any of the previously discussed threats can have an impact on compliance, but there are also 

threats that are directly related to failure to adhere to recognized practices, provide 

representation of compliance to independent auditors, support e-discovery, or otherwise 

facilitate reasonable efforts by customers to verify alignment with regulatory, legal, and 

contractual requirements. Microsoft provides customers with the information they need to 

decide whether it is possible to comply with the laws and regulations to which they are subject 

within the context of Windows Azure and the tools to demonstrate that compliance when it is 

possible. Some of the ways Windows Azure assists customers with compliance are discussed 

below. 

 

5.1 Customer-Selectable Geo-location  

One of the key challenges inherent to Windows Azure is balancing compliance requirements 

against one of the key economic drivers behind cloud services: segmenting customer data and 

processing across multiple systems, geographies, and regulatory jurisdictions. Windows Azure 

addresses this challenge in a very simple way: customers make the choice about where their 
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data is stored. Data in Windows Azure is stored in Microsoft datacenters around the world based 

on the geo-location properties specified by the customer using the Windows Azure Portal. This 

provides a convenient way to minimize compliance risk by actively selecting the geographic 

locations in which regulated data will reside. 

 

5.2 Compliance Controls  

At the level of discrete controls, this document has illustrated Windows Azure’s alignment with 

recognized compliance practices in many dimensions. Trusted third-party certification provides 

a well-established mechanism for demonstrating protection of customer data without giving 

excessive access to teams of independent auditors that may threaten the integrity of the overall 

platform. 

While responsibility for compliance with specific laws, regulations, and industry requirements 

resides with Windows Azure customers, Microsoft remains committed to helping customers 

achieve compliance through the features described in this document. 

 

5.2.1 ISO/IEC 27001:2005 Audit and Certification 

ISO/IEC 27001:2005 is a broad international information security standard. The ISO/IEC 

27001:2005 certificate validates that Microsoft has implemented the internationally recognized 

information security controls defined in this standard, including guidelines and general 

principles for initiating, implementing, maintaining, and improving information security 

management within an organization. 

Windows Azure is committed to an annual ISO/IEC 27001:2005 certification. The certificate 

issued by the British Standards Institution (BSI) is publically available. 

In addition, Microsoft Corporation is a signatory to Safe Harbor and is committed to fulfill all of 

its obligations under the Safe Harbor Framework. 

 

5.2.2 SOC 1 (SSAE 16/ISAE 3402) and SOC 2 Attestation 

The (Service Organization Control) SOC 1 (SSAE 16/ISAE 3402) and SOC 2 (AT 101) reports 

provide guidance to user entities and service auditors when assessing the internal controls of a 

service organization, and are an independent verification of the effectiveness of internal 

controls.  

These audits are conducted by a third party (big-four accounting firm) for Microsoft. 

http://go.microsoft.com/fwlink/?linkid=286756&clcid=0x409
http://go.microsoft.com/fwlink/?linkid=286755&clcid=0x409
http://www.bsigroup.com/en/
http://www.windowsazure.com/en-us/support/trust-center/privacy/
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SOC audits can be of two types: 

¶ Type 1 accreditation is validation of the design of controls and represents an “as-of” 

date. 

¶ Type 2 accreditation involves an audit period during which the evidence is tested to 

determine the controls' operating effectiveness.  

Windows Azure has obtained SOC 1 Type 2 and SOC 2 Type 2 reports. The SOC 1 Type 2 audit 

report attests to the fairness of the presentation for Windows Azure service description, and the 

suitability of the design and operating effectiveness of the controls to achieve the related 

control objectives. The SOC 1 Type 2 audit report attests to the design and operating 

effectiveness of Windows Azure controls. The SOC 2 Type 2 audit included a further examination 

of Windows Azure controls based on the Trust Services Criteria focusing on the Security, 

Availability and Confidentiality principles. 

These detailed SOC 1 Type 2 and SOC 2 Type 2 reports are available to customers under a non-

disclosure agreement. Please contact your local Microsoft representative to get a copy of the 

report. Windows Azure is committed to annual attestations. 

 

5.2.3 Microsoft Global Foundation Services 

Windows Azure relies on Microsoft Global Foundation Services (GFS) to provide infrastructure 

services that include networking and datacenter operations. GFS has obtained a SOC 1 Type 2, 

SOC 2 Type 2, and SOC 3 reports. The SOC 2 report is based on the Trust Services Criteria 

focusing on the Security and Availability principle. The GFS SOC 3 report is a summary of the 

SOC 2 report and available for public distribution. The SOC 3 report can be accessed here.  

The Windows Azure SOC 1 and SOC 2 reports stack on top of the corresponding GFS reports to 

provide an end-to-end representation of controls. 

In-depth information is also available in the Microsoft Standard Response to Request for 

Information: Security and Privacy document, which aligns to the Cloud Security Alliance-

published Cloud Control Matrix (CCM) to support customers in the evaluation of cloud services. 

 

5.2.4 HIPAA Business Associate Agreement (BAA) 

HIPAA and the HITECH Act are United States laws that apply to healthcare entities with access to 

patient information (called Protected Health Information, or PHI). In many circumstances, for a 

covered healthcare company to use a cloud service such as Windows Azure, the service provider 

must commit in a written agreement to adhere to certain security and privacy provisions set 

forth in HIPAA and the HITECH Act. To help customers comply with HIPAA and the HITECH Act, 

http://www.globalfoundationservices.com/security-and-compliance.aspx
http://go.microsoft.com/fwlink/?linkid=293448&clcid=0x409
http://go.microsoft.com/fwlink/?linkid=293448&clcid=0x409


Windows Azure Security: Technical Insights 

 P A G E | 033 

Microsoft offers a BAA to customers as a contract addendum. Customers should contact their 

Microsoft account manager to sign the agreement. 

Prior to signing the BAA, customers should read the Windows Azure HIPAA Implementation 

Guidance. This document was developed to assist customers who are interested in HIPAA and 

the HITECH Act to understand the relevant capabilities of Windows Azure. While Windows Azure 

includes features to help enable customer’s privacy and security compliance, customers are 

responsible for ensuring their particular use of Windows Azure complies with HIPAA, the HITECH 

Act, and other applicable laws and regulations, and should consult with their own legal counsel. 

 

5.2.5 Federal Risk and Authorization Management Program (FedRAMP) 

Windows Azure has been granted a Provisional Authorities to Operate (P-ATO) from the Federal 

Risk and Authorization Management Program (FedRAMP) Joint Authorization Board (JAB). 

Following a rigorous security review, the JAB approved a provisional authorization that an 

executive department or agency can leverage to issue a security authorization and an 

accompanying Authority to Operate (ATO). This will allow U.S. federal, state, and local 

governments to more rapidly realize the benefits of the cloud using Windows Azure. 

FedRAMP is a mandatory U.S. government-wide program that provides a standardized approach 

to security assessment, authorization, and continuous monitoring for cloud products and 

services. This approach uses a “do once, use many times” framework that will save costs, time, 

and staff required to conduct redundant agency security assessments. 

 

5.2.6 PCI DSS Level 1 

Windows Azure is Level 1 compliant under the Payment Card Industry (PCI) Data Security 

Standards (DSS) as verified by an independent Qualified Security Assessor (QSA), allowing 

merchants to establish a secure cardholder environment and to achieve their own certification. 

The PCI DSS is an information security standard designed to prevent fraud through increased 

controls around credit card data. PCI certification is required for all organizations that store, 

process or transmit payment cardholder data. Customers can reduce the complexity of their PCI 

DSS certification by using compliant Windows Azure services. 

 

5.2.7 United Kingdom G-Cloud Impact Level 2 Accreditation 

In the United Kingdom, Windows Azure has been awarded Impact Level 2 (IL2) accreditation, 

further enhancing Microsoft and its partner offerings on the current G-Cloud procurement 

Framework and CloudStore. The IL2 rating will benefit a broad range of UK public sector 

http://download.microsoft.com/download/8/4/8/8483B6A9-1865-4D17-B6F1-5B66D5C29B10/Windows%20Azure%20HIPAA%20Implementation%20Guidance.pdf
http://download.microsoft.com/download/8/4/8/8483B6A9-1865-4D17-B6F1-5B66D5C29B10/Windows%20Azure%20HIPAA%20Implementation%20Guidance.pdf
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organizations, including local and regional government, National Health Service (NHS) trusts 

and some central government bodies, who require 'protect' level of security for data processing, 

storage, and transmission. 

 

 

Windows Azure is in the process of evaluating further industry certifications. For the most up-to-

date information about Windows Azure regulatory compliance, please visit 

http://www.windowsazure.com/en-us/support/trust-center/. 

  

http://www.windowsazure.com/en-us/support/trust-center/
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6 References and Further Reading 

The following resources are available to provide more general information about Windows 

Azure and related Microsoft services, as well as specific items referenced in the main text: 

¶ Windows Azure Home – general information and links about Windows Azure 

o http://www.microsoft.com/windowsazure/  

¶ Windows Azure Developer Center – developer guidance and information 

o http://msdn.microsoft.com/en-us/windowsazure/default.aspx  

¶ Security Best Practices For Developing Windows Azure Applications (white paper) 

o http://download.microsoft.com/download/7/3/E/73E4EE93-559F-4D0F-A6FC-

7FEC5F1542D1/SecurityBestPracticesWindowsAzureApps.docx 

¶ Crypto Services and Data Security in Windows Azure (article) 

o http://msdn.microsoft.com/en-us/magazine/ee291586.aspx 

¶ Microsoft’s Security Development Lifecycle (SDL) 

o http://www.microsoft.com/security/sdl/  

¶ Microsoft Global Foundation Services Security group 

o http://www.globalfoundationservices.com/security/  

¶ Microsoft GFS ISO 27001 certification 

o http://www.bsigroup.com/en-US/Our-services/Certification/Certificate-and-

Client-Directory-Search/  

¶ Microsoft Security Response Center [where Microsoft security vulnerabilities, including 

issues with Windows Azure, can be reported] 

o http://www.microsoft.com/security/msrc/default.aspx 

o Or via email to secure@microsoft.com. 

  

http://www.microsoft.com/windowsazure/
http://msdn.microsoft.com/en-us/windowsazure/default.aspx
http://download.microsoft.com/download/7/3/E/73E4EE93-559F-4D0F-A6FC-7FEC5F1542D1/SecurityBestPracticesWindowsAzureApps.docx
http://download.microsoft.com/download/7/3/E/73E4EE93-559F-4D0F-A6FC-7FEC5F1542D1/SecurityBestPracticesWindowsAzureApps.docx
http://msdn.microsoft.com/en-us/magazine/ee291586.aspx
http://www.microsoft.com/security/sdl/
http://www.globalfoundationservices.com/security/
http://www.bsigroup.com/en-US/Our-services/Certification/Certificate-and-Client-Directory-Search/
http://www.bsigroup.com/en-US/Our-services/Certification/Certificate-and-Client-Directory-Search/
http://www.microsoft.com/security/msrc/default.aspx
mailto:secure@microsoft.com


Windows Azure Security: Technical Insights 

 P A G E | 036 

7 Glossary 

 

Term Definition 

ACIS (Azure 

Customer 

Information System) 

The administrative control point that limits access by Microsoft’s 

Azure operations staff to customer data. All requests passing 

through ACIS must be authorized and approved. 

Cloud Administrator An administrator selected by Microsoft or other cloud operator 

to have privileged access to Windows Azure resources that may 

span multiple subscriptions. 

Cluster A collection of physical servers in a single location under the 

control of a single fabric controller (typically 10 racks). Most 

clusters are dedicated to one of compute, storage, or SQL 

databases. 

Compute node A physical server within a compute cluster running a hypervisor, 

host OS/FA, and customer VMs/GAs. 

Configuration file The customer provides a single configuration file specifying the 

connectivity requirements of all roles in a cloud service. The FC 

takes the subset of that configuration file appropriate for each 

role and places it in the C: drive for each role instance/VM. If the 

customer updates the configuration file while the role instances 

are running, the Fabric instructs all VMs to update their 

configuration files, and then signals the customer’s application 

to reread the configuration file. 

Customer The customer is the party who is buying resources on Windows 

Azure from Microsoft for the purpose of running an application. 

The term customer includes internal Microsoft groups who 

deploy their applications to Windows Azure. 

Customer 

Administrator 

An administrator specified by a subscription owner to have 

privileged access to the resources in a single subscription 

Datacenter Security 

Token Service (dSTS) 

An internal service used by Windows Azure infrastructure 

components to authenticate to one another. It issues 

cryptographically signed tokens that authenticate one 

component to another over an SSL connection. 
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End User End users are the people who access services deployed on the 

Windows Azure Fabric. They could be employees or customers 

of customers (as defined above). They generally access these 

services over the Internet (except for the case where the end 

user is a different Windows Azure customer, in which case 

requests may come from within the Windows Azure Fabric but 

are treated as coming from the Internet). End users are, by 

design, not trusted by the Windows Azure infrastructure or by 

our default customer configuration; the infrastructure provides 

mechanisms to protect against end users and for our customers 

to secure their services against them. 

FA (Fabric Agent) A component of the host OS that opens an SSL port that 

accepts incoming connections and requests from the Fabric 

Controller and performs local configuration actions on the node 

including creation and deletion of VMs and updates to the 

locally stored OS images and itself. 

Fault Domain A collection of hardware components that could fail due to a 

single hardware failure. In Windows Azure, this is typically a rack 

full of servers (because they share non-redundant power and 

networking components). If a role has multiple role instances, 

Fabric Controllers will attempt to allocate them in separate fault 

domains to maximize availability. 

FC (Fabric Controller) The software that executes the algorithms to manage and 

provision physical hardware, allocate disk resources, CPU 

resources, RAM, and VMs to customers, deploy application and 

OS images to nodes, and program the packet filters to control 

connectivity within a Fabric. It also participates in the node 

initialization process by serving the OS images for remote 

network boot via the Preboot eXecution Environment (PXE) 

framework. 

GA (Guest Agent) A Windows Azure-provided agent that runs within the Guest VM 

and provides services such as role health measurement and the 

installation of certificates and private keys. This agent 

communicates with the outside world through a private 

connection to the FA in the host VM. While GAs are provided by 

Windows Azure, they run within security context of an 
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application, and are thus considered application code within the 

Windows Azure security model. 

Guest OS An operating system tested for compatibility with Windows 

Azure that runs on a VM on behalf of a customer. Each Guest OS 

is designed to be generally compatible with a specific release of 

Windows Server. 

Guest VM A Virtual Machine running under the control of the Windows 

Hypervisor with limited access to external resources. 

Host OS A hardened operating system that runs in the first VM on a 

compute node, and hosts the Fabric Agent. This reduced-

footprint operating system includes only those components 

necessary to host VMs. This is done both to improve 

performance and to reduce attack surface. 

IaaS (Infrastructure 

as a Service) 

A model for cloud computing where the vendor provides Virtual 

Machines, virtual disks, and network connectivity and the 

customer controls all software that runs in that virtualized 

environment. 

Load Balancer A networking component that accepts Internet traffic coming 

into Windows Azure to a single IP address and forwards it to an 

appropriate IP address and port within the Fabric. In the 

common case where there are several different machines or 

VMs that can handle a given request, the load balancer allocates 

the connections in a way that balances the load among them. 

The load balancer’s forwarding tables must be updated as VMs 

are created, deleted, and moved from one piece of hardware to 

another. 

MA (Monitoring 

Agent) 

An agent that runs in many places including all infrastructure 

Guest VMs, all FCs, and all Host OSes. It gathers monitoring and 

diagnostic log information and writes it into a pre-configured 

Windows Azure Storage Account. 

MDS (Monitoring 

and Diagnostics 

Service) 

A freestanding service that reads various monitoring and 

diagnostic log data and summarizes/digests the information, 

writing it to an integrated log. It also provides a service that 

grants read access to limited subsets of the data to 

administrators. 
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Microsoft account An identity in an authentication infrastructure that was 

previously known as a Windows Live ID. Windows Azure can use 

Microsoft accounts to authenticate the owners of Windows 

Azure subscriptions to the Windows Azure Portal. 

PKCS12 One of the Public-Key Cryptography Standards (PKCS), 

published by RSA Laboratories, which defines a file format 

commonly used to store X.509 private keys with accompanying 

public key certificates, protected with a password-based 

symmetric key. 

PaaS (Platform as a 

Service) 

A model for cloud computing where the vendor supplies not 

only the Virtual Machines but also additional base software such 

as an operating system and middle-ware to support high 

availability systems but where the customer supplies the 

application software. 

PowerShell A command line oriented scripting language often used for 

remote management of Windows systems. PowerShell is one of 

the mechanisms commonly used by customers to manage IaaS 

VMs. 

RDP (Remote 

Desktop Protocol) 

A mechanism supporting remote access to a Windows system 

whereby an authorized user is presented with a GUI similar to 

what they would see if logged onto a local console. RDP is 

commonly used by customers to manage IaaS VMs and to 

debug both IaaS VMs and PaaS VMs. 

Role A set of one or more interchangeable role instances that 

implement part of the functionality of a Cloud Service. Every 

Cloud Service has at least one role, and most have two or three. 

Complex services could have many roles. The term “role” is also 

sometimes used to refer to the collection of code and 

configuration settings that define the role’s behavior and are 

used to instantiate single-node role instances.  

Role instance Software running on a Virtual Machine implementing one single 

instance of a role’s portion of a Cloud Service. For scalability and 

availability, there are typically several instances of a given role 

running at a time. If a particular Cloud Service is not running, 

then there would not be any role instances for any of its roles.  
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SMAPI (service 

management API) 

The Cloud Service that implements the programmatically 

accessible API to Windows Azure customer developers. 

Windows Azure developers and operators usually access SMAPI 

from Visual Studio or from standalone commandlets. 

SAK (Storage Access 

Key) 

A symmetric cryptographic key used to authenticate requests to 

Windows Azure Storage. 

SAS (Storage Access 

Signature) token 

A cryptographic MAC generated using a SAK that can be used 

to delegate limited access to a Windows Azure Storage account. 

Limits can apply to the data that can be accessed, the kind of 

access that can be made (i.e., read/write/delete), and the time 

interval during which requests can be made. 

Storage Node A physical server in a cluster supporting Windows Azure 

Storage. Such nodes are typically physically identical to compute 

nodes except that they have many more disks attached. 

Subscription A Windows Azure account set up by a customer to aggregate 

the billing associated with a collection of Windows Azure 

resources (e.g., Hosted Services and Storage accounts). 

Update Domain A collection of physical machines on which software updates 

can be made simultaneously. If a Cloud Service has multiple role 

instances for a given role, they will be spread across Fault 

Domains and Update Domains to minimize the probability that 

simultaneous faults and software updates will render the service 

unavailable. 

VHD (Virtual Hard 

Disk) 

An image file that stores operating systems, customer software, 

and temporary state in a unitary format that mirrors a single 

computer hard disk. 

VM (Virtual Machine) A software-only computer emulation running within a virtual 

memory manager (VMM, or hypervisor) that behaves as if it is a 

physical computer.  

VNET (Virtual 

Network) 

A means of configuring the network connectivity of Virtual 

Machines whereby they are given customer-assigned addresses 

from the “locally assigned” IP address space, can communicate 

directly with other VMs in the same VNET, and can optionally 

communicate to machines in a customer’s private network over 

an encrypted tunnel. 
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Windows Azure 

Portal 

Customers manage Hosted Services and Storage Accounts 

through the Windows Azure Portal web site. 

Windows Hypervisor 

(Hyper-V) 

The software component of Windows Server used to isolate 

customer code that runs in Windows Azure. It runs directly on 

the hardware and divides a node into a variable number of 

Virtual Machines (VMs). Together with the host OS, it enforces 

constraints on outside communications and divides resources. 

 


